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Abstract The seasonal cycle is fundamental to the Earth’s climate system, accounting for the vast majority
of temperature variance. Understanding how the seasonal cycle will change in the future, and by when, is a
key question with important implications. Here a 40-member initial condition climate model ensemble is
used to investigate the influence of internal variability on the detection of changes in the amplitude and
timing of the seasonal cycle of surface temperature over Northern Hemisphere land in response to increasing
greenhouse gases. Internal variability renders the detection of these changes challenging; even by the
mid-twenty-first century, small ensembles will be insufficient to separate the forced signals from internal
variability over many continental regions in the Northern Hemisphere. Despite this, projected changes over
Europe, North Africa, and Siberia are large and easily detectable, even in a single member. Specifically,
amplitude increases over Europe and North Africa while it decreases over Siberia. On the other hand, the
timing of the seasonal cycle is delayed over all three regions. It is found that these changes are remarkably
robust across model ensembles from the Coupled Model Intercomparison Project phase 5 archive. To
understand the mechanisms underlying these robust changes, a simple energy balance model is used to
partition changes into contributions arising from changes in the physical parameters that control the
seasonal cycle. It is found that future changes in the seasonal cycle over the three regions are most strongly
controlled by changes in surface longwave and turbulent heat fluxes.

1. Introduction

The seasonal cycle of Earth’s surface temperature is a fundamental aspect of climate variability; the annual
frequency band contains more temperature variance than any of the well-known modes of circulation varia-
bility (e.g., El Niño–Southern Oscillation, Bjerknes (1969); Northern Annular Mode, Thompson and Wallace
(2000); Pacific North American pattern, Wallace and Gutzler (1981)). Beyond being a fundamental feature
of the climate system, the seasonal cycle in temperature has a number of first-order ecological and societal
effects. For example, it has a modulating effect on biological cycles in plants (Schwartz et al., 2006), deter-
mines animal migration patterns (Carey, 2009), influences agricultural development (Lambert, 1971), can
affect the estimation of climate trends and variability (Qian et al., 2011), and has even been argued to have
played a crucial role in the growth and collapse of civilizations (Patterson et al., 2010).

Anthropogenic emissions, which are projected to increase for the foreseeable future (IPCC, 2013), are rapidly
changing the Earth’s climate, both in the mean (Hawkins & Sutton, 2012; Madden & Ramanathan, 1980) and
in the variability about the mean (Huntingford et al., 2013; Yettella et al., 2018). Given the high societal and
ecological relevance of the seasonal cycle of surface temperature, it is crucial to understand how increasing
anthropogenic emissions might change its climatological characteristics in the coming century. A notable
previous study that investigated changes in the annual cycle in a warmer world is that of Dwyer et al.
(2012), hereafter referred to as D12. The authors analyzed output from the Coupled Model
Intercomparison Project phase 3 (CMIP3; Meehl et al., 2007) suite of models and found that, in the global
mean, the models robustly projected a delay in the phase and a decrease in the amplitude of the seasonal
cycle of surface temperature. Using a simple energy balance model, they further showed that the changes
are largely driven by sea ice loss in a warming climate. Despite the importance of the seasonal cycle, its
response to increasing greenhouse gases has been investigated by only a few other model studies (e.g.,
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Lynch et al., 2016; Mann & Park, 1996). As such, several fundamental questions about the future seasonal
cycle response remain unaddressed.

This paper addresses two specific research goals. Our first and main goal is to understand the influence of
internal variability on the ability to detect forced changes in the twenty-first century seasonal cycle of surface
temperature over Northern Hemisphere (NH) continental landmasses. Unforced internal variability that arises
solely frommodes inherent to the climate system can give rise to year-to-year variations (Ault et al., 2011) and
evenmultidecadal trends (Cornes et al., 2017; Stine & Huybers, 2012) in the seasonal cycle adding uncertainty
to future projections. Quantifying this uncertainty and assessing its impact on the detection of forced
changes is essential for several obvious and important reasons. First, the detection of a statistically significant
change is often the first step in attributing change to a particular cause, for example, increasing greenhouse
gases (Bindoff et al. 2013). Furthermore, detection is essential for informing policy makers and stake holders
to enable near-term risk mitigation and long-term adaptation (IPCC, 2013). Finally, given that recent trends in
the observed seasonal cycle have been partly attributed to human influence (Qian & Zhang, 2015; Stine et al.,
2009), it is easy to envisage that anthropogenically forced changes in the seasonal cycle will become even
more significant in the future. It is therefore vital to understand how internal variability will influence the
detection of these changes. To the best of our knowledge previous studies have not investigated the role
of internal variability on seasonal cycle projections at either the global or regional scales. A recent exception
is Labe et al. (2017), who use a large ensemble of climate model simulations to investigate the role of internal
variability in future projections of spring onsets over the continental United States and demonstrate a large
projected increase in the likelihood of early springs.

We address the influence of internal variability on the detection of forced changes in the seasonal cycle using
a coupled climate model ensemble. Using the ensemble, we quantify the uncertainty arising from internal
variability by addressing two specific questions: (1) how soon can we detect forced changes in the seasonal
cycle for a given number of ensemblemembers? and (2) howmany ensemblemembers would be required to
detect forced changes at a future point in time?

Our second goal pertains to addressing the mechanisms underlying future changes in the seasonal cycle,
leveraging models that participated in the Coupled Model Intercomparison Project phase 5 (CMIP5; Taylor
et al. 2012). For this purpose, we utilize the energy balance model developed by D12, and partition future
changes in the seasonal cycle into contributions arising from changes in the physical parameters that control
the seasonal cycle. Specifically, we quantify the role of effective heat capacity and surface energy fluxes in
driving future changes across different CMIP5 models. Using the energy balance model, we also briefly
explore biases in the simulation of the historical seasonal cycle within the CMIP5 models.

We organize the paper as follows: In section 2, we describe our methods and data. In section 3, we present the
climatological structure of the seasonal cycle in the CESM-LE. In section 4, we present projected changes and
assess the influence of internal variability on the detection of projected changes in the CESM-LE and in sev-
eral CMIP5 ensembles. We find that internal variability exerts a profound influence on forced changes in sea-
sonality over much of the NH. We also reveal areas where forced changes are strong compared to internal
variability and are therefore easily detectable, even in a single realization of the climate system, and further
show that these changes are robust across multiple ensembles from the CMIP5 archive. In section 5, we utilize
the energy balance model to explore the mechanisms underlying future changes in the seasonal cycle, as
well as historical biases in CMIP5 models. Finally, in section 6, we offer some concluding remarks.

2. Methods and Data
2.1. Definition of the Seasonal Cycle

Two methods have primarily been used in the literature to define the seasonal cycle of surface temperature
(Stine et al., 2009). The first is based on the time of the year when temperatures reach a level of interest, a
useful method when one is interested in phenomena that depend on temperature crossing a threshold.
Threshold-based definitions confound the description of systematic changes in the seasonal cycle when a
warming signal is present in the annual mean (see Stine et al., 2009, Figure S1). The alternative method of
describing the seasonal cycle is based on a decomposition of the yearly temperature time series, whose
annual mean has been removed, into orthogonal sinusoids or harmonics. As such, this method enables a
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description of the structure of the seasonal cycle that is unaffected by
annual mean warming. Since the focus of this paper is on the detectability
of systematic changes of the seasonal cycle in a warming climate, without
regard to any threshold-based phenomena, we adopt the
second definition.

The harmonic structure of the seasonal cycle exhibits a notable geo-
graphic dependence. For example, as noted by D12, the Sun passes over-
head twice in the tropics, and as a result, the tropical seasonal cycle of
insolation and in turn that of temperature has a strong semiannual charac-
ter. In contrast, the extratropical seasonal cycle is predominantly annual in
nature. The annual and semiannual sinusoids together capture the vast
majority of the variance in the seasonal cycle of surface temperature vir-
tually everywhere on the globe. In this paper, we limit our focus to the
annual sinusoid and to the regions where>85% of the variance in the sea-
sonal cycle is explained by the annual sinusoid. Our choice therefore
excludes large portions of the tropics. We further limit the scope of this
study to the NH.

Adopting the methods of Stine et al. (2009), we compute the annual sinu-
soid (annual cycle hereafter) for year t0 using the Fourier transform:

Yx t0ð Þ ¼ 2
12

∑11:5t¼0:5e
2πit=12x t þ t0ð Þ (1)

where x(t + t0), t = 0.5,…, 11.5 are the 12-monthly average values of either the surface (skin) temperature or
solar insolation. Monthly average values resolve the annual cycle adequately for the purposes of this study
(Mckinnon et al., 2013; Stine & Huybers, 2012). We compute the phase of the annual cycle as
ϕx = tan�1(Im(Yx)/ Re (Yx)) and the amplitude as Ax = ∣ Yx∣. To enable a standardized comparison of the tim-
ing of the annual cycle across different latitudes, we reference its phase, ϕT, and amplitude AT, to the phase,
ϕS, and amplitude, AS, of the local solar insolation, and define gainGT ¼ AT

AS
and lag λT = ϕT� ϕs. We hereafter

quantify changes in the annual cycle in terms of changes in its gain and lag (see methods of Stine et al.
(2009)). We note that previous studies have used slightly varying methods to define the annual cycle. For
example, Qian & Zhang (2015), rather than investigate gain, examine the amplitude in terms of the range
of seasonal mean temperatures within a year; we expect our studies to be broadly comparable, although cau-
tion should be taken for results at lower latitudes where the correspondence of gain and amplitude is weaker.

2.2. Data

We assess the influence of internal variability using an initial condition ensemble: the CESM large ensemble
(CESM-LE; Kay et al., 2015). The CESM-LE consists of 40 simulations of a single climate model (CESM1-CAM5;
Hurrell et al., 2013) that are all run under the same forcing: historical (Lamarque et al., 2010) from 1920 to 2005
and Representative Concentration Pathway 8.5 (RCP 8.5; Meinshausen et al., 2011) from 2006 to 2100. The
ensemble members are initialized identically at 1920 except for small differences (order of 10�14 K) in the
air temperature field. Chaos leads to growth in these initial differences eventually leading to spread among
the ensemble members. As such, each member represents an independent realization of the climate system
and the spread represents uncertainty arising from internal variability alone. To assess the robustness of the
CESM-LE projections, we analyze output from an initial-condition ensemble based on a different model: the
CanESM2 (Canadian Earth SystemModel 2; Arora et al., 2011) large ensemble (Fyfe et al., 2017) that consists of
50 ensemble members and was run under the same forcing as the CESM-LE, albeit at a lower resolution of
5° × 5°. We also briefly examine the CESM medium ensemble (CESM-ME; Sanderson et al., 2018) which con-
sists of 15 members that are run under RCP 4.5 (Thomson et al., 2011) conditions from 2006 to 2080 to under-
stand the sensitivity of our results to the chosen emission scenario.

We explore the mechanisms underlying projected changes in the annual cycle in 22 CMIP5 historical and RCP
8.5 model simulations (Table 1; Taylor et al., 2012) using a simple energy balance model (section 5). This ana-
lysis requires temperature, shortwave flux fields at the surface, and solar insolation which are all obtained at

Table 1
CMIP5 Historical and RCP 8.5 Data Used in This Study

Model Ensemble Member

1 ACCESS1–0 r1i1p1
2 ACCESS1–3 r1i1p1
3 bcc-csm1–1 r1i1p1
4 bcc-csm1–1-m r1i1p1
5 BNU-ESM r1i1p1
6 CanESM2 r1i1p1
7 CCSM4 r1i1p1
8 CESM1-BGC r1i1p1
9 CESM1-CAM5 r1i1p1
10 CNRM-CM5 r1i1p1
11 FGOALS-g2 r1i1p1
12 GFDL-CM3 r1i1p1
13 GFDL-ESM 2G r1i1p1
14 GFDL-ESM 2 M r1i1p1
15 HadGEM2-CC r1i1p1
16 HadGEM2-ES r1i1p1
17 inmcm4 r1i1p1
18 MIROC5 r1i1p1
19 MIROC-ESM r1i1p1
20 MIROC-ESM-CHEM r1i1p1
21 NorESM1-M r1i1p1
22 NorESM1-ME r1i1p1
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2.5° resolution from the CMIP5 Next Generation (CMIP5-ng) database. Monthly data from the first ensemble
member (r1i1p1) of each CMIP5 model are utilized for the computation of the annual cycle. We note that all
models used in this study prescribe solar insolation based on a reconstruction of total solar irradiance by
Wang et al. (2005). Exceptions are the ACCESS1–0 and ACCESS1–3 models that used a reconstruction by
Lean (2000).

In this study, we also explore model biases by comparing model results with observational data. We derive
the observational gain and lag using the Berkeley Earth Surface Temperature (BEST; Rohde et al., 2013) data
set available at 1° resolution and historical solar irradiance data based on the Wang et al. (2005) reconstruc-
tion. We bilinearly interpolate BEST data to the lower resolution model grids to facilitate comparison.
Shortwave fluxes at the surface are obtained from National Centers for Environmental Prediction–
Department of Energy Reanalysis II (Kanamitsu et al., 2002).

2.3. Detection of Forced Changes in the Annual Cycle

The primary goal of this study is to understand the influence of internal variability on the detection of future
changes in the annual cycle; for this purpose, we use the statistical approach outlined in Deser et al. (2012). In
each ensemble member of the CESM-LE, we quantify future amplitude and lag changes in terms of decadal
epoch differences within that ensemble member. We estimate forced change as the ensemble mean epoch

difference X and internal variability as the ensemble standard deviation of the epoch differences bσ. We con-

sider the forced change X to be statistically significant relative to bσ at 95% significance if the following con-
dition, based on the standard error of the mean, is met:

Xbσ
����

����≥ 2ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1

p (2)

where N is the number of ensemble members. The minimum number of ensemble members (Nmin)
required to detect a significant forced epoch difference at 95% significance is computed as (Sardeshmukh
et al., 2000)

Nmin ¼ 8

Xbσ
� �2 (3)

3. Climatological Structure

We begin by presenting the climatological structure of the annual cycle in the CESM-LE in the NH over both
land and ocean. Specifically, we look at the long-term (1960–2005) mean gain and lag within member 1
(Figures 1a and 1c) of the CESM-LE and the standard deviation across the ensemble members (Figures 1b
and 1d). The standard deviations of both gain and lag (Figures 1b and 1d) are very small compared to the
long-term means (Figures 1a and 1c), indicating little variability across the ensemble members. Two striking
spatial features in the annual cycle response to solar insolation are observed. First, gain is generally larger
over land compared to that over the oceans, while lag is larger over the oceans, reaching more than 75 days
in the lower midlatitudes. These differences in the annual cycle response are consistent with the vastly differ-
ent effective heat capacities of land and ocean: the larger effective heat capacity of the ocean damps the
amplitude of the temperature response to the oscillatory forcing of solar insolation and delays its phase com-
pared to that over land. This dependence of annual cycle characteristics on the effective heat capacity will be
made more quantitative in section 5. Second, there is a notable zonal gradient in gain and lag, following the
direction of the background circulation that carries the tempering influence of the oceans onto land.
Specifically, gain generally increases as one moves west to east across the continents while lag exhibits
the opposite tendency. A similar spatial structure is also seen in the variability of gain and lag (Figures 1b
and 1d)—the variability of gain increases as one moves to the east across continents while the variability
of lag decreases.

In Figure 2, we document the long-term mean gain and lag in observations (Figures 2a and 2d) and asso-
ciated biases in the CESM-LE (Figures 2b and 2e). On comparing Figures 1a and 1c with Figures 2a and 2d
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and also with results from previous observational (Stine et al., 2009; Stine & Huybers, 2012) and model
studies (D12), we find that the CESM-LE is able to reproduce the broad spatial structure of the annual
cycle. However, after computing the fractional differences in gain and lag between the model and
observations (Figures 2b and 2e), we find that the model exhibits large biases over many regions. For
example, the CESM-LE overestimates gain by more than 30% over the Rocky Mountains and North
Africa, and lag by more than 50% over Mexico. When aggregated over land, the CESM-LE underestimates
lag by 8.5% while overestimating gain by 14% compared to BEST observations. Interestingly, the spatial
pattern of biases seen in Figure 2b, most notably the biases over the sea ice edge, persist to some extent
in the CMIP5 models (not shown) and also in the CMIP3-based results of D12.

While the mean state is important, it is crucial to assess model fidelity in simulating the variability of the
historical annual cycle. To gain a qualitative understanding of how representative the simulated internal
variability is of the real climate system, we show in Figures 2c and 2f the ratio of the interannual standard
deviations of detrended gain and lag in member 1 of the CESM-LE to those in the BEST observations.
Over most land regions, modeled variability is statistically indistinguishable from observed variability.
Exceptions are the Tibetan Plateau, the Rocky Mountains, and Western Russia, where the modeled varia-
bility in gain is almost 1.5 to 2 times greater than observed variability and is statistically distinguishable at
the 95% confidence level. It is important to note that if future internal variability over these regions is also
overestimated by the CESM-LE, then the estimates of the time of detection of forced changes will be
biased to later years and the number of ensemble members will be biased to a higher number (see equa-
tions (2) and (3)).

4. Future Changes and the Influence of Internal Variability

Because the impacts of changes in the seasonal cycle on society are largest over land, we restrict our ana-
lyses to the large continental landmasses. We examine changes in the gain (Figure 3a) and lag (Figure 3d).
To reduce the noise of internal variability and bring out robust forced signals, we focus on the far-future
(2091–2100) ensemble mean change relative to this past decade (2008–2017). By the end of the twenty-first
century, the gain of the annual cycle increases over Europe, Northern Africa, vast portions of the United
States, and Greenland. The increases seen over Europe are particularly striking with the amplitude difference

Figure 1. (a) The 46-year (1960–2005) mean gain in member 1 of the CESM-LE. (b) Standard deviation across CESM-LE members of 46-year (1960–2005) mean gain.
(c) Same as in (a). (d) Same as in (b) but for lag. Regions where less than 85% of the variance in an average demeaned year (averaged over 1960–2005) is explained by
the annual cycle, in one or more ensemble members, have been excluded.
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reaching than 12 °C kW m2 (roughly 2.5 °C in terms of amplitude). There are also regions where the gain
decreases, specifically, over Siberia, Alaska, and Canada. The largest reductions in gain, up to �10 °C kW
m2 (roughly �3 °C in terms of amplitude), occur over Siberia and Alaska. The spatial pattern of change in
lag (Figure 3d) is very different to that of gain. Lag increases (i.e., the timing of the annual cycle is delayed)
by almost two days over most of the NH. Exceptions, however, are lag reductions over the Iberian Peninsula,
Mexico, and central Asia. Interestingly, this is in contrast with Stine & Huybers (2012), who suggest that the
historical annual cycle has shifted toward earlier seasons. It is argued that anomalous atmospheric condi-
tions were responsible for this shift; however, it is unclear that these changes in atmospheric conditions
are a forced response to recent anthropogenic emissions. Therefore, the forced changes in lag seen in
Figure 3 do not necessarily contradict these previous results.

We repeat the above analysis with the CanESM2, a different large ensemble consisting of 50 ensemble
members (see section 2.2) and with 22 CMIP5 models. We find that the CanESM2 large ensemble and
the CMIP5 multimodel ensemble project very similar gain (Figures 3b and 3c) and lag (Figures 3e and 3f)
changes over most regions by the end of the twenty-first century. While the magnitude of change in the
CMIP5 projections is smaller, likely due to averaging across models with compensating changes,
the direction and spatial pattern of change is consistent with those in the CESM-LE and CanESM2
and with the CMIP3 results of D12. It is interesting to note that future changes in the amplitude seem
to be a continuation of trends in the historical record (Qian & Zhang, 2015). The striking similarities

Figure 2. (a) The 46-year (1960–2005) mean gain in BEST observations. (b) The 46-year (1960–2005) mean gain percentage difference between ensemble
mean of the CESM-LE and BEST observations. (c) Ratio of interannual standard deviation of gain (1960–2005) in member 1 of the CESM-LE to that in
BEST observations. (d) Same as in (a). (e) Same as in (b). (f) Same as in (c) but for lag. Regions where less than 85% of the variance in an average demeaned
year (averaged over 1960–2005) is explained by the annual cycle, in one or more ensemble members, or in observations, have been excluded. Stippling
indicates regions where the interannual variance in member 1 of the CESM-LE is different from that in BEST observations according to a two-tailed F test at
the 95% confidence level.
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between anthropogenically forced changes in the annual cycle in two different large climate model
ensembles with different model physics and in the CMIP5 multimodel mean increase confidence in
the projections.

4.1. How Soon Can Forced Changes in the Annual Cycle Be Detected?

We now address the first goal of this study: quantifying the influence of internal variability. We begin by
assessing the time of emergence of forced changes in gain and lag. Following the strategy of Deser et al.
(2012), we use equation (2) to compute the decade of emergence of statistically significant forced changes
for two ensemble sizes: small (N = 5) and large (N = 40). Forced changes are computed as decadal-mean
ensemble-mean differences for future decades relative to the past 10 years (2008–2017). With a small ensem-
ble, the detection of forced changes in the gain (Figure 4a) and lag (Figure 4c) is not possible until midtwenty-
first century over most regions of the NH. Particularly striking are the continental United States and Western
Russia where the detection of changes, in either the gain or lag, is not possible even by the end of the twenty-
first century. Changes in the annual cycle that are detectable with a small ensemble within the next 20 years
occur only over a handful of regions—Europe, Eastern Canada, and Eastern Siberia being the most
prominent examples.

Increasing the ensemble size to 40 leads to earlier detection times for both gain (Figure 4b) and lag
(Figure 4d) consistent with the expectation that a larger ensemble size would lead to stronger signal-to-noise
ratios. Indeed, with 40 ensemble members, forced changes in the gain and lag are detectable within the next
30 years over the majority of the Northern Hemispheric land areas. However, there are also a few regions

Figure 3. Ensemble mean epoch difference (2091–2100 minus 2008–2017) for gain over land in (a) 40-member CESM-LE, (b) 50-member CanESM2-LE, and (c) CMIP5
multimodel ensemble (Table 1). (d) Same as in (a). (e) Same as in (b). (f) Same as in (c) but for lag. Stippling in (a), (b), (d), and (e) indicates changes that are not
statistically significant at 95% confidence (under a two-tailed t test). Stippling in (c) and (f) indicates that the multimodel mean change has the same sign as at
least 75% of the models. Regions where less than 85% of the variance in an average demeaned year (averaged over 1920–2100) is explained by the annual cycle, in
one or more ensemble members, have been excluded. In (f), bounding boxes numbered 1, 2, and 3 correspond to the definitions of Europe, North Africa, and Siberia
used in this study.
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where the changes are not detectable by midcentury even with 40 ensemble members. For example,
changes in gain over the eastern United States and in lag over the Iberian Peninsula become detectable with
a large ensemble only in the second half of the twenty-first century.

4.2. How Many Ensemble Members Are Necessary to Detect Forced Changes?

An alternate and useful perspective of quantifying the influence of internal variability is to assess the mini-
mum number of ensemble members (Nmin) required to detect forced signals. We compute Nmin for three
future epochs in relation to 2008–2017: near-future (2026–2035), midtwenty-first century (2046–2055), and
the far-future (2091–2100). The effect of internal variability is strongest in the near-future with changes in
gain (Figure 5a) and lag (Figure 5d) requiring more than 40 ensemble members for detection over most
regions. Moving toward 2046–2055, the forced signals strengthen leading to smaller ensemble size require-
ments for detection (Figures 5b and 5e). However, even by midtwenty-first century, there are vast regions
where detection of forced signals from the noise of internal variability is not possible even with a large
ensemble of 40 ensemble members. For example, detecting midtwenty-first century changes in gain over
most of the United States and changes in lag over Western Russia requires more than 40 ensemble members.
The effect of internal variability on detection is evident even as we move to the end of the twenty-first cen-
tury. While far-future forced changes in gain and lag are strong enough to be detectable over many regions
using fewer than 10 ensemble members (Figures 5c and 5f), there are regions, for example, Western Russia,
where forced changes in either the gain or lag are not detectable even with 40 members.

While Figure 5 demonstrates the strong confounding influence internal variability exerts on simulated
changes in the structure of the annual cycle over many regions in the NH, there are also regions in the
CESM-LEwhere the forced signals are relatively strong compared to internal variability and therefore are easier
to detect. For example, forced signals in gain and lag over Europe, Northern Africa, and Siberia are detectable
with as few as three ensemble members by midtwenty-first century (Figures 5b and 5e). Consistent with
Figure 3, the regions with the largest projected changes tend to be the regions where detection with a smaller
ensemble size is possible. Since the results in Figures 4 and 5 are derived fromequivalentmathematical expres-
sions (equations (2) and (3)), it should not be surprising that the two figures lead to similar conclusions.

4.3. Detecting Forced Twenty-First-Century Seasonal Cycle Changes in Future Observational Records

While it is useful to view the climate system as an ensemble of independent trajectories, recall that only one
of these trajectories is actually realized in the future. Assessing the possibility of detection of forced changes
in a single realization, and transferring that knowledge to the future observational record, is therefore of

Figure 4. Decade when ensemble mean gain change over land relative to the period 2008–2017 first becomes detectable at 95% confidence (under a two-tailed t
test) for an ensemble size of (a) 5 and (c) 40. (b) Same as in (a). (d) Same as in (c) but for lag. Year refers to midpoint of decade. Gray indicates regions where detection
is not possible by 2100. Excluded regions are the same as in Figure 3.
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obvious practical interest. This however requires an approach that is slightly different from the ensemble-
based methods applied thus far (see equations (2) and (3)). A metric that is particularly useful here is the
signal-to-noise ratio (S/N; e.g., Hawkins and Sutton 2012) that quantifies the signals of climate change
relative to a baseline noise level in a single realization. Adopting the S/N ratio approach, we assess in this
section the prospect of detecting changes in a single realization of the future climate system. We define
the noise as the interannual variability of the historical (1960–2005) gain and lag. The signals are obtained
by first removing the historical mean from gain and lag and linearly regressing them onto time at each
grid point. The year at which S/N exceeds a ratio of one is considered the time of emergence (ToE) of the
signal, as done in previous studies (Hawkins & Sutton, 2012). The ToE can be interpreted as the year in
which one can first identify a robust change in the seasonal cycle in the future observed record from
internal variability.

We apply the signal-to-noise ratio approach to member 1 of the CESM-LE and show the results for gain in
Figure 6a. While the signal does not emerge from noise over most land areas in the NH, we are able to detect
anthropogenic influence in three previously identified regions (Europe, North Africa, Siberia) as well as
Northern Canada, as soon as the coming decade. We further apply the procedure to the remaining ensemble
members individually and display the 10th and 90th percentiles of the ToE across the members (Figures 6b
and 6c) with the goal of qualitatively assessing the range of possible ToE. At the 10th percentile, changes
emerge by 2025 over the three regions, whereas at the 90th percentile, changes emerge by the
midtwenty-first century. These percentiles give crude estimates of the lower and upper bounds of the ToE.
This indicates a high likelihood that forced changes in the annual cycle over the three regions will be detect-
able even in a single realization, and thus the future observed record, by the midtwenty-first century. We do

Figure 5. Minimumnumber of ensemble members required to detect change in gain over land at 95% confidence (under a two-tailed t test) for the periods (a) 2026–
2035, (b) 2046–2055, and (c) 2091–2100, relative to the period 2008–2017. (d) Same as in (a). (e) Same as in (b). (f) Same as in (c) but for lag. Gray indicates regions
where even 40 members are not sufficient to detect a significant change. Excluded regions are the same as in Figure 3.
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not include the corresponding lag figure because the internal variability swamps the forced response and so
changes in lag are not detectable by the end of the century.

For the ToE estimated from the CESM-LE to be relevant to the real world, one assumption is that the variability
simulated by the model is not considerably different to that found in observations. In general, the CESM-LE
overestimates the interannual variability of gain over NH land (Figure 2c), and therefore, the ToE are likely to
be overestimates when compared to future observational records. It is conceivable therefore that, in the
three regions which this study identifies, the changes in observations are detectable at an earlier year.
Even accounting for these differences between the model and observations, it seems unlikely that changes
in the annual cycle will be detectable from observations over much of the NH (gray regions in Figure 6) by the
end of this century using our methodology. In some regions, mostly over mountainous terrain, the model sig-
nificantly overestimates variability (Figure 2), and we indicate these areas in Figure 6 with stippling. These are
regions in which the ToE estimated from the CESM-LE is likely biased and so we cannot make robust conclu-
sions over these regions. One should note, however, that these regions have no overlap with the three key
regions identified in this study (Europe, North Africa, and Siberia).

This study focuses on scenario RCP 8.5 which is used in the CESM-LE projections and is considered to be a
“business-as-usual” scenario. Figures 6a–6c indicate that forced changes in the annual cycle in the identi-
fied regions will be detectable even in a single realization of the climate system under RCP 8.5 conditions,
as soon as the coming decade. If, however, significant efforts are made to reduce future anthropogenic
emissions and warming is limited to a further 1.5° or 2° increase (Mitchell et al., 2017), then RCP 4.5 is

Figure 6. (a) Time of emergence (ToE) of gain in member 1 of the CESM-LE. (b) The 10th percentile of the ToE of gain across 40 members in the CESM-LE. (c) Same as
in (b) but for the 90th percentile. (d) Same as in (a). (e) Same as in (b). (f) Same as in (c) but for the 15-member CESM-ME. ToE is defined as the year when the signal-to-
noise ratio exceeds 1 for the first time. Gray indicates regions where the signal-to-noise ratio does not exceed 1 by 2100. Excluded regions are the same as in
Figure 3. Stippling indicates regions where the interannual variance in member 1 of the CESM-LE is different from that in BEST observations according to a two-tailed
F test at the 95% confidence level.
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a more realistic scenario to investigate. Figures 6d–6f show the estimated ToE in gain using the 15
members of the CESM-ME which is run with RCP 4.5 forcing. As one would expect, the signal is larger
under RCP 8.5 and so the ToE occurs much earlier. Under RCP 4.5, very few regions, except from
Western Europe, exhibit any detectable change in gain by the end of this century. Although these results
are not unexpected, we note that the CESM-ME only has 15 members compared to the 40 members of
the CESM-LE and so there is additional uncertainty that arises from the use of a smaller sample.
Overall, this shows that our findings are sensitive to the choice of emission scenario. An exception is
ToE over Canada which seems to be insensitive to the choice of emission scenario.

4.4. How Robust Are Projections of the Twenty-First-Century Annual Cycle?

Figures 4–6 indicate the existence of land areas where forced changes in the seasonal cycle are strong
compared to the noise of internal variability and are detectable even with small ensembles in the near
future. We next test this hypothesis using multiple CMIP5 ensembles. Specifically, we use five CMIP5 mod-
els that each contributed at least four ensemble members under the RCP 8.5 scenario and quantify forced
signals in each model in terms of the gain and lag differences over land. We limit our focus to averages
over land areas in three regions where the forced changes are particularly strong compared to internal
variability, and therefore may be detected with few ensemble members (see Figure 3f for region defini-
tions): Europe (37°N–55°N, 8°W–27°E), Northern Africa (20°N–36°N, 12°W–35°E), and Siberia (60°N–71°N,
85°E–185°E). We assess forced changes for three future time periods: near-future (2026–2035),
midtwenty-first century (2046–2055), and far-future (2091–2100) relative to 2008–2017. We present the
forced changes (estimated as the ensemble mean) in Figure 7, along with changes in individual members
to convey ensemble spread. All model ensembles project gain increases over Europe and North Africa,

Figure 7. Change in (top row) gain and (bottom row) lag for area averaged regions over (left column) Europe, (middle column) North Africa, and (right column)
Siberia over the coming century from RCP8.5 integrations. See section 4.3 and Figure 3f for how the three regions are defined. For each region, changes are
shown for the two large ensembles (CESM-LE in black and CanESM2 in red) and the five small ensembles from the CMIP5 archive (blue). Each change is relative to the
decadal average of the last 10 years, 2008–2017. Circles represent projected changes by the near future (2026–2035—present), crosses represent projected
changes by the midcentury (2046–2055—present), and diamonds represent projected changes by the far future (2091–2100). The lines join the ensemble average
for each set of changes. The values are spaced proportionally to time on the x axis.
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and decreases over Siberia, and lag increases over all three regions during the time periods under inves-
tigation, although with differing rates. Consistent with the finding from the CESM-LE that the forced sig-
nals over the three regions will be detectable with fewer than 10 ensemble members, the forced signals
projected by almost all models rise above the noise of internal variability and become statistically signifi-
cant by the midtwenty-first century. We note that these findings are insensitive to small variations in the
geographical limits used to define the three regions.

Having shown that the direction of forced changes in the structure of the annual cycle over the three regions
is highly robust and easily detectable across the models, it is useful to make note of the magnitude of these
changes. Forced changes in lag over the three regions are rather small ranging from two to six days across the
model ensembles by the end of the twenty-first century. In contrast, forced changes in amplitude (not
shown) are large and are comparable to annual mean warming, reaching almost 50% of the projected mean
temperature increase over Europe.

The direction of change in gain over the three regions in Figure 7 matches that of the historical trend in gain
(Stine et al., 2009). In combination with annual mean warming, the historical trend in gain has contributed to
differing warming rates of summers and winters (e.g., Qian & Zhang, 2015). Specifically, increases in gain over
Europe and Northern Africa have manifested as summers warming faster than winters, and decreases in gain
over Siberia as winters warming faster than summers. The highly robust results in Figure 7 suggest that this
observed differential in summer and winter warming rates over the three regions will continue into the
twenty-first century.

5. Mechanisms
5.1. Energy Balance Model

We next turn to our second goal of understanding the mechanisms underlying future changes in the annual
cycle using multiple models from the CMIP5 archive. We find it useful to leverage the simple surface energy
balance model proposed by D12:

Ceff
dT
dt

¼ F t; T½ � (4)

where Ceff is the effective heat capacity of the surface, T is the temperature, F is the net energy flux into the
surface, and t is the time. While Ceff, in general, exhibits seasonality due to seasonal changes in surface prop-
erties like soil moisture (Carson & Moses, 1963), D12 report that results based on equation (4) are insensitive
to seasonal changes in Ceff. We therefore assume Ceff to be constant within a given year. It must be noted that
Ceff is the heat capacity of a layer of material that the atmosphere can thermally influence on the annual time
scale (typically the top 1 or 2 m of soil; Carson and Moses 1963) and not the heat capacity of some substance
per unit mass or of a fixed mass of a substance.

To bring out factors affecting the annual cycle in surface temperature, we follow D12 and partition the net
energy flux into the surface layer as F[t, T] = Q(t) � βT. Q(t) represents net shortwave flux at the surface, com-
puted as downwelling minus upwelling shortwave radiation at the surface, and is assumed to be linearly
independent of T.�βT represents the sum of longwave and turbulent heat fluxes at the surface layer. β is a
constant and may be interpreted as a damping factor that controls the extent to which the surface longwave
and turbulent heat fluxes influence the temperature response to solar forcing. Increases in β may be inter-
preted as these fluxes, in some combination, becoming more effective at maintaining the surface tempera-
ture at equilibrium, and vice versa for decreases in β.

Diagnostic relationships between the gain and lag of surface temperature and the controlling parameters
Ceff, β, and Q may be derived by applying a Fourier transform to equation (4):

λT ¼ λQ þ arctan
ωCeff

β

� �
(5)

GT ¼ GQffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 þ ω2C2

eff

q (6)
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where GQ and λQ are the gain and lag of Q calculated using the methods in section 2.1 and ω = 2π/year. In
practice, Ceff and β can be obtained by inverting equations (5) and (6):

Ceff ¼ sin λT � λQð Þ
ω GT =GQ

� � (7)

β ¼ cos λT � λQð Þ
GT =GQ

(8)

Equations (5) and (6) delineate the relationship between the gain and lag of the annual cycle of surface tempera-
ture, and the physical parameters that control them. In particular, the equations show that Ceff has a direct rela-
tionship with λT and an inverse relationship with GT. On the other hand, the equations reveal an inverse
relationship of β with both λT and GT. Since β parameterizes the combined influence of longwave and turbulent
heat fluxes, it is not straightforward to physically interpret the effect of β on the annual cycle. The effect of Ceff, on
the other hand, can be understoodmore readily: a larger effective heat capacity is expected to result in a smaller
and more delayed temperature response to solar forcing. As a simple check, we plot the historical (1960–2005)
gain and lag for NH land in 22 CMIP5 models, computed using the definitions in section 2.1, against
Ceff (equation (7)) in Figure S1 in the supporting information. In line with physical intuition, Ceff exhibits a strong
negative relationship (r = �0.50, p = 0.02) with gain (Figure S1) and a strong positive relationship (r = 0.68,
p = 0.00) with lag (Figure S2), with most models (20 out of 22) underestimating Ceff compared to observations.

5.2. Application of Energy Balance Model to Forced Changes

We use equations (5)–(8)) to understand future changes in the annual cycle over the three regions where we
earlier identified highly robust changes across a range of ensembles (Figure 7). In Figure 8, we plot Ceff and β

Figure 8. Time series of (top row) effective heat capacity and (bottom row) β for area-averaged regions over (left column) Europe, (middle column) North Africa,
and (right column) Siberia in 22 CMIP5 models (red; see Table 1 for list of models) and member 1 of the CESM-LE (green). Thick black lines represent
CMIP5 multimodel means.
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(computed using equations (7) and (8)) as a function of time for the three regions. Although there is
considerable intermodel spread in all regions, the most pronounced changes in Ceff and β occur over
Siberia where, in the multimodel mean, Ceff nearly doubles and β increases by about 25% relative to the
early twentieth century. Equation (6) suggests that increases in Ceff and β should act together to reduce
gain. Consistent with this, we previously noted a large projected reduction in gain over Siberia (Figure 7).
In contrast, equation (5) suggests that increases in Ceff should act to increase lag while increases in β
should have the opposite effect. Despite the 25% increase in β and a 20% decrease in λQ (not shown)
that contribute to reduce lag, the larger 90% increase in Ceff has the greater influence leading to an
increase in lag over Siberia (Figure 7).

Over Europe and North Africa, changes in Ceff and β are smaller and less robust than those over Siberia. β
decreases by 12% over Europe and 15% over North Africa, while changes in Ceff are even smaller: Ceff
decreases by 4% over Europe and 8% over North Africa. Ascertaining the combined influence of these small
changes on changes in the gain and lag of the annual cycle is not straightforward since fractional changes in
λQ and GQ, while small, are of magnitudes comparable to the fractional changes in Ceff and β over these
regions, and their influence as such needs to be taken into consideration (see equations (5) and (6)). We
address this problem next by explicitly partitioning changes in gain and lag over the three regions into con-
tributions arising from changes in the four controlling parameters Ceff, β, GQ, and λQ.

The partitioning is achieved by linearizing equations (5) and (6):

ΔλT ¼ ΔλQ þ R

1þ R2
ΔCeff

Ceff
� R

1þ R2
Δβ
β

(9)

Figure 9. Changes in (left column) gain and (right column) lag for area-averaged regions over (top row) Europe, (middle row) North Africa, and (bottom
row) Siberia partitioned into contributions from changes in effective heat capacity (blue), β (red), and net solar insolation at the surface (yellow), across 22
CMIP5 models (see Table 1 for list of models). Black dots represent sum of contributions. Changes are calculated for the far-future (2091–2100) relative to the
present (2008–2017).
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ΔGT ¼ GT

GQ
ΔGQ � GT

R2

1þ R2
ΔCeff

Ceff
� GT

1

1þ R2
Δβ
β

(10)

whereR ¼ ωCeff
�
β. The first terms in equations (9) and (10) represent contributions from changes in the annual

harmonic of Q, the second terms, from changes in Ceff, and the third terms, from changes in β. This lineariza-
tion was found to provide a good approximation; differences between the sum of the contributions and the
full changes in the gain and lag were found to be small. Using equations (9) and (10), we partition future
changes in the annual cycle in the three regions on an individual model basis and plot the results in
Figure 9. We also list the multimodel mean values in Table S1. While there is considerable intermodel spread
in the magnitude of future changes in gain and lag, the direction of change is more or less the same across
the models in all three regions and is consistent with the results from Figure 7. Changes in β have the largest
influence on changes in gain and lag in the multimodel mean except over Siberia, where increases in Ceff
dominate increases in lag. Interestingly, despite the proximity of the two regions, the gain increases over
Europe and North Africa arise in different ways. β and Ceff act in opposition over North Africa with β dominat-
ing and resulting in an increase in gain while they both contribute to an increase in gain over Europe. It is also
seen that GQ has a considerable influence on gain, albeit smaller than that of β. In contrast, changes in λQ
affect lag to a negligible degree. Overall, Figure 9 suggests that β is the most important parameter for under-
standing the highly robust future changes in the annual cycle revealed in Figure 7, except for the change in
phase over Siberia.

It has previously been suggested that changes in seasonality over the NH are most strongly influenced by
changes in atmospheric circulation (Stine & Huybers, 2012). We note that atmospheric circulation changes
affect the annual cycle primarily by impacting surface fluxes, and therefore, the effects of these circulation
changes are implicitly captured by changes in β. It is important to acknowledge, however, that changes in
atmospheric circulation would predict the opposite response in gain over Europe (Stine & Huybers, 2012),
and it therefore seems likely that this is not the only factor causing these changes.

Given the abstract nature of the definitions of Ceff and β, how should our results from the energy balance
model be interpreted physically? If we look at the projected changes in Siberia, we hypothesize that the
increase in β is related to the loss of Arctic sea ice northward of this region which allows for more heat to
be fluxed from the newly exposed ocean. It has been shown that although Arctic sea ice loss peaks in
September, the resultant heat flux to the atmosphere is maximum in the winter (e.g., see Sun et al. 2015,
Figure 2 and England et al. 2018, Figure 2) which would lead to a reduction in the gain. The energy balance
model allows us to weigh the contribution of different processes. For example, this suggests that the possible
effect of sea ice loss is far more important than the effect of the increase in Ceff over Siberia (Figure 9), which
could be a result of increased soil moisture from snowmelt, and changes in Q arising from changes in albedo
due to a reduction in the snow season length. Another example that demonstrates the use of the energy bal-
ance model is the different signs of the contributions of Q over Europe and North Africa (Figure 9). The results
clearly show that changes in these two regions are not governed by identical processes; we are unsure of the
reason behind this, but we think it could be related to changes in cloud cover (e.g., Tselioudis et al., 2016).

To explore the influence of internal variability on the physical parameters, we next partition future changes in
the annual cycle within the CESM-LE and document the results in Figure 10. The magnitude of the ensemble
mean change in gain and lag in the three regions is comparable to that of the CMIP5 multimodel mean
(Figure 9). While internal variability leads to spread in the magnitude of changes across the ensemble mem-
bers, the direction of the changes is, in general, consistent across the members and matches that in
Figure 9. It is interesting to note that the spread of the contributions across the ensemblemembers,while small
compared to the ensemblemean contributions (Table S2), is roughly half that of the CMIP5multimodel spread
(compare standard deviations in Tables S1 and S2). In other words, to the extent that the CESM-LE represents
the variability of the real climate system, internal variability is an important consideration not only for detection
but also for understanding the relative roles of the factors that contribute to future changes in the annual cycle.

5.3. Application of Energy Balance Model to Historical Biases

Motivated by the utility of the energy balance model in understanding future changes in the annual
cycle, we finally apply the model to explore biases in the simulation of the historical (1960–2005) annual
cycle by the CMIP5 ensemble. Specifically, we use equations (9) and (10) to partition CMIP5 model biases
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in the simulation of the historical annual cycle with respect to BEST observations into contributions from
biases in the controlling parameters Ceff, β, GQ, and λQ. We present these results in Figure 11. Despite
spread in their magnitude, the sign of the contributions of the biases is largely consistent across the
models, suggesting a common origin to the biases in the models. In the multimodel mean, gain is
slightly underestimated over Europe and Siberia while it is slightly overestimated over North America.
Lag on the other hand is underestimated in Europe and North Africa and overestimated in Siberia. The
total multimodel mean biases in gain in the three regions, and in lag over Siberia, are relatively small.
It is seen that these small changes are in fact the result of cancellations between large and opposing con-
tributions from biases in the controlling parameters.

It is important to note that biases in the controlling parameters are in many cases larger than future changes
in the parameters (compare Figure 11 with Figure 9), which could introduce uncertainty to the interpretation
of our results. However, on performing a simple correlation analysis (not shown) between historical biases
and future changes in Ceff, β, GQ, and λQ across the 22 CMIP5 models, we found no obvious correlations that
could serve as indicators of links between historical biases and spread in future projections. We finally note
that the impact of internal variability on these biases in the CESM-LE was minimal (not shown).

6. Discussion and Summary

Consistent with previous studies that documented the influence of internal variability on observed trends in
seasonality (e.g., Stine & Huybers, 2012), our results show that future projections of the annual cycle will also
be strongly modulated by internal variability. In particular, our study suggests that the detection of systema-
tic changes in the annual cycle due to increasing greenhouse gases will be challenging from the observa-
tional record, and even with small ensembles, over many NH land regions in the coming decades.

Figure 10. Changes in (left column) gain and (right column) lag for area-averaged regions over (top row) Europe, (middle row) North Africa, and (bottom row) Siberia
partitioned into contributions from changes in effective heat capacity (blue), β (red), and net solar insolation at the surface (yellow), across 40 CESM-LEmember. Black
dots represent sum of contributions. Changes are calculated for the far-future (2091–2100) relative to the present (2008–2017).
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Yet despite the noise from internal variability, our investigation did find regional exceptions where the forced
annual cycle signals are relatively strong compared to internal variability. Indeed, we found regions where
changes in the seasonal cycle are detectable with ensembles consisting of approximately five members by
the midtwenty-first century. Specifically, our multimodel analysis of annual cycle projections over three such
regions (Europe, Northern Africa, Siberia) leveraging five CMIP5 ensembles revealed a strong consensus
across the model ensembles on the direction of change as well as the strength of the forced response in rela-
tion to internal variability (Figure 7). The direction of change over these regions may therefore be considered
robust with a high degree of confidence regardless of the observation that the rate of change varies to some
extent across models.

It should be noted that our results could be sensitive to our choice of comparing decadal epoch differences.
The effect of internal variability will likely be more pronounced, and consequently, ensemble size require-
ments will be greater for detecting forced changes at the interannual time scale. Conversely, choosing a
longer averaging period, for example, 20 years, would lead to a reduction in temporal variance, and conse-
quently, detection would require less ensemble members. Additionally, we note that fitting a linear trend
is a more robust approach than comparing epoch differences; however, we chose to examine decadal
averages so that we did not need to assume linearity in time (Barnes & Barnes, 2015). Our choice of decadal
averaging was motivated by our goal to investigate changes over a range of future time periods (near-,
medium-, and far-future).

Likewise, averaging across spatial domains, in general, results in a reduction of variability which may help
to discern a signal. Qian and Zhang (2015) are able to attribute a reduction in the seasonal cycle ampli-
tude over the observational period to increased anthropogenic emissions, most clearly when averaged
over all NH land. Averaging over larger scales, however, can also mask the climate change signal; we have
identified competing responses in gain in Siberia and Europe which would counteract each other. The

Figure 11. Biases in (left column) gain and (right column) lag for area-averaged regions over (top row) Europe, (middle row) North Africa, and (bottom row) Siberia
partitioned into contributions from changes in effective heat capacity (blue), β (red), and net solar insolation at the surface (yellow), across 22 CMIP5 models (see
Table 1 for list of models) andmember 1 of the CESM-LE (indicated by the label “LE” on the x axes). Black dots represent sum of contributions. Biases are calculated as
46-year (1960–2005) mean differences between models and BEST observations.
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regions we have chosen to investigate further are identified because they contain strong uniform signals.
Additionally, we also note that spatial resolution could also play an important role. For example, it is likely
that the biases which are found over mountainous regions (e.g., Figures 2b and 2c) arise because the
resolutions of the models smooth out the effect of the topographic features notwithstanding possible
defects in surface parameterization (Rhoades et al., 2016). An alternative approach to that pursued in this
study which could address the concerns about model biases and resolution is to estimate internal varia-
bility from the observational record on temporal and spatial scales of interest (e.g., Mckinnon et al., 2017;
Thompson et al., 2015).

We finally list two limitations of this study. First, we found large and persistent CMIP5model biases in the phy-
sical parameters controlling the historical annual cycle. As mentioned earlier, how these biases imprint upon
future projections is not clear to us and is worthy of further investigation. Second, it is important to note that
the time of emergence of climate change signals in a climate model ensemble is a function of the variability
simulated by the ensemble (e.g., Mckinnon et al., 2017). In this study we have attempted to assess the simu-
lated variability by comparing the interannual variability from CESM with observations, but the longer-term
variability is much more difficult to assess. If the variability in the ensemble is higher than that present in the
real climate system would lead to a later detection while variability that is lower would lead to an earlier
detection. Regardless, this paper underscores the importance of internal variability for future projections of
the annual cycle. Further, our study alerts policymakers and stakeholders in the three regions to the remark-
able robustness of changes in the annual cycle, and suggests that observational studies aimed at detecting
forced changes in the annual cycle are best served by focusing on these regions.
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