
1. Introduction
Over the past century, surface temperatures of the two polar regions have exhibited substantial multi-dec-
adal variations. For example, although the Arctic has been warming for the last four decades at a rapid rate 
(Post et al., 2019), as recently as 1940–1970 the Arctic cooled substantially and sea ice cover expanded (Fyfe 
et al., 2013; Gagne et al., 2017). It is important to understand what is responsible for these fluctuations—are 
these a response to external forcing or rather driven by slow modes of variability internal to the climate 
system? Making progress with this question can give us a deeper insight into how our polar climates may 
change over the coming decades.

Many studies have established the importance of anthropogenic forcing in driving Arctic surface temper-
ature variations over the past century. For example, emissions of greenhouse gases have substantially con-
tributed to surface warming since the 1960s (Fyfe et al., 2013; Haustein et al., 2019; Notz & Stroeve, 2016; 
Polvani et al., 2020). Modeling evidence also suggests that anthropogenic aerosol emissions are responsible 
for much of the observed mid 20th century Arctic cooling (Fyfe et al., 2013; Gagne et al., 2017). Howev-
er, other studies have suggested an important role for internal climate variability in early 20th century 
Arctic surface temperature trends (Tokinaga et al., 2017) as well as the more recent rapid Arctic warm-
ing (Ding et  al.,  2017, 2019; England et  al.,  2019). Specifically, these studies point to Pacific and Atlan-

Abstract In this study, we investigate the drivers of observed multi-decadal fluctuations in Arctic and 
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any climate model examined here, as had been previously suggested. We conclude by discussing the 
implications of these results for understanding projections of Arctic and Antarctic surface climate of the 
coming decades.
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in Arctic and Antarctic surface temperatures over the past century were caused by emissions due to 
human activity or internal climate variability. Using a number of climate model simulations, we find 
that the periods of Arctic cooling during 1930–1975 and enhanced Arctic warming during 1975–2019 
can be explained as a response to industrial aerosol and greenhouse gas emissions. In contrast, we show 
that slow modes of Pacific climate variability are important for understanding observed variations in 
Antarctic surface temperatures. Lastly, we demonstrate that in all of the climate models examined here, 
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for understanding projections of Arctic and Antarctic surface climate of the coming decades.
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tic multi-decadal variability as drivers of Arctic temperature variability (Castruccio et al., 2019; Tokinaga 
et al., 2017; Zhang, 2015).

Internal variability also contributes to variations in Antarctic surface temperature, predominantly via Pa-
cific decadal variability (PDV) or via changes to the Southern Annular Mode (SAM), with most studies 
pointing to PDV as the most important driver (Holland et al., 2019; Meehl, Arblaster, et al., 2016; Meehl 
et al., 2019; Okumura et al., 2012; Purich et al., 2016; Schneider & Deser, 2018; Turner et al., 2016). With 
regards to external forcing, stratospheric ozone depletion, which occurred over the second half of the 20th 
century, potentially influenced Antarctic surface temperatures by causing a shift to a more positive SAM 
in austral summer (Shindell & Schmidt, 2004; Thompson et al., 2011). Finally, it has been suggested that 
increased CO2 concentrations drive a cooling over the high elevations of central Antarctica (Schmithusen 
et al., 2015; Shindell & Schmidt, 2004) although the robustness of this result has been questioned (Smith 
et al., 2018).

Are the surface temperature variations at the two poles connected? Chylek et al. (2010) suggest that mul-
ti-decadal fluctuations of Arctic and Antarctic surface temperatures over the 20th century are anti-corre-
lated, and hypothesize that this is due to internal climate variability: a 20th century analogue of the millen-
nial-scale “bipolar seesaw” phenomenon (Barbante et al., 2006; Blunier et al., 1998; Broecker, 1998). This 
modern “bipolar seesaw” has recently been offered as an explanation (Yu et al., 2017) for the conundrum of 
why Antarctic sea ice cover has expanded since 1979 concurrent with a rapid decline in Arctic sea ice extent. 
An improved understanding of the drivers of multi-decadal fluctuations of polar surface temperatures will 
help to determine whether internal variability may indeed act as a bridge connecting the climates of the 
two poles.

In this study, we take advantage of a new archive of large ensembles (LEs) of climate simulations and 
single-forcing ensembles, to further our understanding of multi-decadal polar climate variability. In brief, 
the aim of this study is fourfold: Analyze multiple LEs and single-forcing ensembles to determine the im-
portance of external forcing and internal climate variability in driving observed (a) Arctic, (b) Antarctic 
multi-decadal surface temperature fluctuations, (c) to determine if surface temperature fluctuations at the 
two poles are connected, and (d) to understand the implications of these results for polar climate projections 
of the coming decade.

2. Methods Section
2.1. Observational Data

We analyze two surface temperature observational data sets over the period 1920–2019. The first is an up-
dated version of the Cowtan and Way (2014) data set, based on CRUTEMP4.6 (Jones et al., 2012) over land 
and HadSST4 (Kennedy et al., 2019) over ocean, with kriging used to cover areas without observations. The 
second is GISTEMP v4 (GISTEMP, 2020; Lenssen et al., 2019). We note that there is higher observational 
uncertainty for the Antarctic due to limited observational station data, especially prior to the 1950s; how-
ever, the observational results presented here are largely consistent with analyses of Antarctic ice cores 
(Okumura et al., 2012; Schneider & Steig, 2008; Schneider et al., 2012). We also analyze the ERA5 reanalysis 
product over the period 1950–2019 (ERA5, 2017; Hersbach et al., 2020).

2.2. Climate Model Runs

2.2.1. Large Ensembles

To assess the contributions of external forcing and internal variability to Arctic and Antarctic surface tem-
perature fluctuations, we leverage a new collection of Earth system model initial-condition LEs (Deser, Leh-
ner, et al., 2020). LEs of simulations from a single climate model offer a way to isolate the internal climate 
variability from the forced response to anthropogenic emissions. To date, most analysis has been done on a 
single LE, and therefore rely on that individual climate model's simulated internal variability. However, the 
new collection of multi-model LEs (Deser, Lehner, et al., 2020) provides the opportunity to compare both 
internal variability and the forced response across different climate models in a consistent and coordinat-
ed manner. Five of these LEs (CESM1-CAM5, CSIRO-Mk3-6-0, EC-EARTH, GFDL-CM3, and MPI-ESM) 
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simulate the whole period of interest, 1920–2019, and the remaining two (CanESM2 and GFDL-ESM2M) 
simulate the shorter period 1950–2019. For each of these simulations, historical forcing is used for the years 
preceding 2006 and RCP8.5 forcing is used for the years 2006–2019. Note that for this later period, the dif-
ferences between RCP4.5 and RCP8.5 forcings are small. These simulations are summarized in Table S1. For 
all simulations, we analyze the surface air temperature variable; however, the results are extremely similar 
for 2 meter air temperature (not shown).

2.2.2. Single-Forcing Runs

To isolate the response to anthropogenic aerosols and greenhouse gases in the 20th century, we analyze 
three sets of specifically designed single-forcing LEs, summarized in Table  S2. The first is the CESM1-
CAM5 x-aer ensemble (Deser, Phillips, et  al.,  2020) which is a 20-member companion ensemble to the 
CESM1-CAM5 LE (hist, Kay et al. (2015). These two ensembles are identical except that the emission of 
industrial aerosols are held fixed at 1920 values in the x-aer ensemble. All other forcing agents evolve as 
in the CESM1-CAM5 LE. Taking the difference between the two ensemble means will isolate the role of 
anthropogenic aerosol forcing on the climate system in CESM1-CAM5. In the same manner, the second set 
is the 20-member CESM1-CAM5 x-ghg ensemble (Deser, Phillips, et al., 2020), with greenhouse gases held 
fixed at 1920 values. Again, the difference between the x-ghg ensemble mean and the full CESM1-CAM5 LE 
ensemble mean will isolate the role of greenhouse gas forcing. The third single-forcing ensemble analyzed 
in this study is the 50-member CanESM2 aer ensemble (Gagne et al., 2017; Oudar et al., 2018). In these 
simulations, anthropogenic aerosols are the only forcing agent and the ensemble mean of these simulations 
directly shows the impact of aerosol forcing on the climate system in CanESM2.

Note that the CanESM2 aer ensemble is a “nothing-but-one” single-forcing ensemble and the CESM1-
CAM5 x-aer/x-ghg ensembles are “all-but-one” single-forcing ensembles. One important distinction be-
tween the two approaches is that in the “all-but-one” approach the estimate of the forced response contains 
the nonlinear interaction between aerosols and greenhouse gases (Deng et al., 2020; Gettelman et al., 2016). 
This is because these nonlinear interactions are present in the hist ensemble but not the x-aer or x-ghg en-
sembles, and so are present in the difference between the two ensembles (Deser, Phillips, et al., 2020). Deng 
et al. (2020) demonstrate that in CESM1 the nonlinear effects are important for the Arctic surface tempera-
ture response in different seasons however the effects are small for the annual mean.

2.3. Methods

2.3.1. Calculating Multi-Decadal Fluctuations

In this study, we use two different methods for isolating the contribution of multi-decadal variability within 
a timeseries. The first method, as in Chylek et al. (2010), is to remove the linear trend for the given time 
period (either 1920–2019 or 1950–2019). The remaining residuals are referred to as “anomalies.” The second 
approach is to remove the ensemble mean, and thus removing the externally forced response, from a LE 
of identically forced climate simulations. The remaining residuals are referred to as “deviations.” In both 
cases, following Chylek et al. (2010), a 17-year running average is applied to the resulting timeseries to fo-
cus on multi-decadal variability. Lastly, we define the Arctic polar-cap average as 60°N–90°N and similarly 
60°S–90°S for the Antarctic.

2.3.2. Pacific Decadal Variability

We use two metrics of PDV: indices of the Pacific Decadal Oscillation (PDO) (Mantua & Hare, 2002) and 
the Inter-decadal Pacific Oscillation (IPO) (Henley et al., 2015). In Section 3.2, we calculate the regression 
of Antarctic surface temperature on PDV in each LE using the Climate Variability and Diagnostics Package 
for LEs (Phillips et al., 2020). The surface temperature of each ensemble member is first regressed onto that 
individual member's PDV index and then an average is taken for each LE.
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3. Results
Over the past century, Arctic surface temperatures have exhibited striking multi-decadal fluctuations around 
a long-term linear trend: with positive temperature anomalies for much of the first half of the 20th century 
and negative temperature anomalies for much of the second half of the 20th century (Figure 1a). Compared 
to the long-term linear trend, the rate of Arctic surface warming was accelerated between 1975 and 2019 and 
much slower between 1930 and 1975. In contrast, the magnitude of multi-decadal Antarctic surface temper-
ature anomalies is much smaller. The observations show warm anomalies in the 1940s and 1980s, and cold 
anomalies in the 1960s (Figure 1c). It is important to emphasize that there is large observational uncertainty 
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Figure 1. Left: Timeseries for the years 1920–2019 of (a) observed Arctic and (c) observed Antarctic surface temperature anomalies. Right: Ensemble means of 
the (c) Arctic and (d) Antarctic surface temperature anomalies for the years 1920–2019 for five of the LEs outlined in Table S1. In all panels the thin lines show 
the annual mean anomalies and the thick lines show the 17-year running means. Note that the range of the y-axes for panels (a) and (b) are twice that of panels 
(c) and (d).
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for the Antarctic, especially for the first half of the 20th century. However, the anomalous warmth during 
the 1940s is consistent with ice core data from West Antarctica (Schneider & Steig, 2008).

3.1. The Arctic

If the long-term Arctic surface temperature oscillation about the linear trend (Figure 1a) was due to a slow 
mode of internal variability, the ensemble means of LE simulations would fail to replicate this signal, since 
the ensemble mean removes the imprint of internal variability. However, it is clear that the same multi-dec-
adal anomalies from the linear trend are also evident in timeseries of the LE means for the years 1920–2019 
(Figure 1b). There is a high correlation between the observations and the LE means, ranging from +0.74 to 
+0.78 depending on the observational data set and the model, rising to over +0.96 after the running mean 
is calculated. There is some spread in the amplitude of these anomalies among the different model ensem-
bles (Figure 1b), but the observations lie within this spread. The same agreement is found for the seven LEs 
which cover the period 1950–2019 (compare panels a and b in Figure S1), with correlations ranging from 
+0.66 to +0.91.

It is more appropriate, however, to compare the observational record with individual ensemble members 
because both will contain the forced response and some contribution from internal variability. The spread 
among the ensemble members is small compared to the fluctuations in the ensemble mean from the linear 
trend (Figure S2 for 1920–2019 and Figure S3 for 1950–2019); the multi-decadal oscillatory pattern is clearly 
identifiable in nearly every single ensemble member. All individual members were positively correlated 
with the observations and 70% of all individual members had correlations greater than 0.75. Therefore, the 
multi-decadal oscillation in Arctic surface temperature can be explained as a forced response to anthropo-
genic emissions.

Which anthropogenic forcing agents are responsible for driving the relatively muted Arctic response dur-
ing 1930–1975 and the accelerated Arctic warming thereafter? To tackle this question, we look to the sin-
gle-forcing ensembles. Figure 2 shows the role of anthropogenic aerosols (Figure 2a) and greenhouse gases 
(Figure 2b) in driving Arctic temperature changes from 1920, as diagnosed by the taking the difference 
between the CESM-LE (with all historical forcings) and the CESM x-aer and x-ghg ensembles, respectively. 
Anthropogenic aerosols cooled the Arctic at a rate of −0.25°C/decade during 1930–1975, but a subsequent 
reduction in their emissions resulted in +0.18°C/decade of Arctic warming during 1975–2019 (Figure 2a). 
Greenhouse gases rapidly warmed the Arctic at a rate at a rate of +0.59°C/decade during 1975–2019, having 
only contributed to +0.15°C/decade warming during the earlier period 1930–1975 (Figure 2b). Taken to-
gether, after removing a linear trend, anthropogenic aerosols (Figure 2d) and greenhouse gases (Figure 2e) 
can explain the observed multi-decadal Arctic surface temperature anomalies (Figure  2f). We note that 
this method may slightly overestimate the combined response because the nonlinear interactions between 
greenhouse gases and anthropogenic aerosols are double-counted here. Similar results are found for the 
period 1950–2019 (Figures S4a–S4c) and the response to aerosols in a second climate model, CanESM2 
(Figure S4d), is in good agreement.

These findings are consistent with the recent results of Deser, Phillips, et al.  (2020) which demonstrate 
that anthropogenic aerosols had a substantial asymmetric cooling effect on the Northern Hemisphere 
high-latitudes for the years 1930–1979. However, due to large declines in emissions of these aerosols over 
North America and Europe, by the period 1970–2019 the cooling effects of aerosols were more globally uni-
form and these effects were dwarfed by the warming response to increased CO2 emissions (Deser, Phillips, 
et al., 2020). In addition, our finding regarding the role of greenhouse gases are consistent with results from 
the recent modeling study of Polvani et al.  (2020) which demonstrated that ozone depleting substances, 
which were not emitted into the atmosphere in substantial quantities before the 1950s, contributed substan-
tially to the accelerated Arctic warming in the latter half of the 20th century.

3.2. The Antarctic

In comparison to the Arctic, the externally forced Antarctic surface temperature anomalies are smaller 
and there is less agreement among the different models (Figure 1d for 1920–2019 and Figure S1d for 1950–
2019). The magnitude of the ensemble mean anomalies are also small compared to the spread across each 
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ensemble and the sign of the response is not robust across the different model ensembles (Figure S5 for 
1920–2019 and Figure S6 for 1950–2019). In contrast with the Arctic case, the observed Antarctic surface 
temperature anomalies show little systematic correlation with the LE means: the correlation values range 
from −0.04 to +0.29 depending on the observational data set and the model. The different models appear 
to separate into two different categories: models which have a forced response in the Antarctic similar to 
the Arctic (including CanESM2, CSIRO-Mk3-6-0, and CESM1-CAM5), and those which show very little 
temporal structure in the forced response (including EC-EARTH, GFDL-CM3, and GFDL-ESM2M). Due to 
the large spread among the LE means (well demonstrated by the seven LEs in Figure S1d), we cannot ex-
clude a role for externally forced variations. However, the lack of agreement between the LE means and the 
observed Antarctic surface temperature anomalies suggest a potentially important role for multi-decadal 
internal variability.

We next examine the relationship between observed multi-decadal Antarctic surface temperature anoma-
lies and indices of PDV. Figure 3a demonstrates that both the PDO and IPO bear a strong resemblance to 
the timeseries of Antarctic surface temperature anomalies. When the PDO and IPO are in their positive 
phase, which corresponds to warmer central and eastern Tropical Pacific sea surface temperatures (SSTs), 
Antarctic surface temperatures are generally warmer than the linear trend, and vice versa. The correlations 
between the indices of PDV and multi-decadal Antarctic surface temperature anomalies, documented in 
Table S3, range between +0.68 and + 0.92.

We explore whether this link between PDV and Antarctic surface temperatures is also present in the LEs. 
Figures 3b–3g show the regression of Antarctic surface temperatures on the PDO in each LE. One advan-
tage of LEs is that, unlike in observations, the modes of decadal variability and their teleconnections can 
be sampled a large number of times. Although the spread among the different models is quite large, all six 
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Figure 2. The top row shows the ensemble mean Arctic surface temperature response, relative to 1920, in CESM1-CAM5 to (a) anthropogenic aerosols (hist 
– x-aer, blue), (b) greenhouse gases (hist – x-ghg, red), and (c) anthropogenic aerosols and greenhouse gases (2 × hist – x-ghg – x-aer, pink). The bottom row is 
the linearly detrended counterpart of the top row, denoted the anomaly, with the observed Arctic surface temperature anomaly added in panel (f) in gray. In all 
panels the thin lines show the annual means and the thick lines show the 17-year running means.
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models agree that the positive phase of PDV is associated with enhanced warming in the West Antarctic and 
in Coats Land (see stippling in Figures 3b–3g). This is consistent with the previously suggested mechanism 
(Meehl, Arblaster, et al., 2016; Purich et al., 2016), which operates as follows: Pacific SST variability forces 
convectively generated Rossby waves into the extratropical Southern Hemisphere, modulating surface tem-
peratures in the West Antarctic. There is little agreement among the models, however, on the sign of the 
surface temperature response to Pacific variability in the East Antarctic. These results are largely consistent 
with the findings of Schneider and Steig (2008), Okumura et al. (2012), and Schneider and Deser (2018).
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Figure 3. (a) Seventeen-year running mean of the PDO index (red lines), the IPO index (blue lines), shown on the 
right y-axis, compared to observed Antarctic surface temperature anomalies (gray lines), shown on the left y-axis. (b–g) 
Regression of the PDO index on Antarctic anomalous surface temperature in six of the LEs for the period of analysis. 
The number of members are shown in parentheses. EC-EARTH is omitted because we did not have the relevant fields 
to perform the analysis. The stippling shows regions in which at least five out of the six LEs agree on the sign of the 
relationship.



Geophysical Research Letters

Taken together, these results suggest that PDV has an important influence on Antarctic surface temper-
atures, especially over West Antarctica, and can partially explain the observed fluctuations in Antarctic 
surface temperature over the past century. The considerable spread among the ensemble means of the sev-
en LEs examined here precludes us from determining the importance of externally forced variations such 
as greenhouse gases and stratospheric ozone depletion. However, it is clear that external forcing plays a 
greater and more robust role in driving multi-decadal variations in Arctic surface temperature than for the 
Antarctic.

3.3. Are Temperature Fluctuations at the Two Poles Connected?

Next, we examine whether the multi-decadal surface temperature fluctuations at the two poles are out of 
phase, as suggested by Chylek et al. (2010). Figure 4 shows histograms (blue) of the correlation of multi-dec-
adal temperature anomalies at the two poles for the period 1920–2019 in individual ensemble members. 
Counter to the multi-decadal “bipolar seesaw” hypothesis of Chylek et al. (2010), there is no model which 
simulates a systematic anti-correlation at the two poles; in fact, models show a consistent positive correla-
tion using this methodology (Figure 4f, blue). The same conclusion is evident from the seven LEs which 
cover the period 1950–2019 (Figure S7). This is most evident for CESM1-CAM5 and CSIRO-Mk3-6-0: the 
models which had similar forced responses of surface temperature anomalies in the Arctic and the Antarc-
tic (e.g., compare Figure S2 and S5). This suggests that if there was a connection between the climate of the 
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Figure 4. Histograms of correlation coefficients between Arctic and Antarctic multi-decadal surface temperature fluctuations in individual members of five of 
the LEs (a–e) for the period 1920-2019. The number of members in each LE is shown in parentheses. (f) An estimate of the median correlation value for each 
model with the 95% confidence interval. In each panel, the blue indicates the correlation of the anomalies from the linear trends and the gray instead indicates 
the correlations of the deviations from the ensemble mean.
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two poles over the past century, it would be a positive correlation and this relationship would be a manifes-
tation of the forced response, not internal variability.

After removing the ensemble mean from each LE, rather than removing a linear trend, we find that the 
median correlation between Arctic and Antarctic surface temperature deviations in individual ensemble 
members on multi-decadal timescales is close to zero for each of the five LEs which cover the period 1920–
2019 (Figure 4f, gray) and for each of seven LEs which cover the period 1950–2019 (Figure S7h, gray). The 
different models provide a variety of estimates for the widths of the possible distributions of correlations 
(Figures 4a–4e and Figures S7a–S7g, gray histograms), however, they are all centered near zero and show 
no systematic correlation or anti-correlation between deviations in surface temperatures at the two poles. 
Therefore, the suggestion that temperature fluctuations at the two poles are asynchronous, driven by inter-
nal climate variability, is not supported by any of the seven climate models we examine here.

Lastly, given that we have demonstrated that observed multi-decadal temperature fluctuations at the two 
poles have potentially different drivers—anthropogenic forcing driving fluctuations in the Arctic and inter-
nal climate variability important for fluctuations in the Antarctic—a lack of connection between the two 
poles should not be surprising.

4. Conclusions
In this study, we have investigated the drivers of Arctic and Antarctic multi-decadal surface temperature 
variability over the past century. To summarize our results, we return to the first three questions posed in 
Section 1. Using multiple LEs and single-forcing ensembles, we demonstrated that: (a) the observed slow 
oscillation of Arctic surface temperature about a linear trend is a forced response to anthropogenic aerosols 
and greenhouse gases; (b) internal climate variability, specifically PDV, is likely important in driving ob-
served Antarctic surface temperature variations, with the largest influence in the West Antarctic, and (c) in 
all climate models examined here, there is no systematic connection between multi-decadal fluctuations at 
the two poles due to internal climate variability.

We now move on to the fourth question: What are the implications of these results for projections of polar 
climate for the coming decades? In regard to the Arctic, given that the emission of greenhouse gases are pro-
jected to increase and the emission of aerosols will continue to strongly decrease, our results would suggest 
that Arctic surface temperatures will continue to warm faster than the long-term linear trend for the coming 
decade. In regard to the Antarctic, if the projection of a transition from the negative phase of the IPO to 
the positive phase (Meehl, Hu, & Teng, 2016) continues to materialize, this would imply that the Antarctic 
surface temperatures, especially in the West Antarctic, would be anomalously warm for the coming years.

Lastly, this study showcases another powerful use of LEs (Deser, Phillips, et al., 2020) and single-forcing 
ensembles (Oudar et al., 2018; Deser, Phillips, et al., 2020; Polvani et al., 2020). We have demonstrated how 
both of these sets of tools can help inform a nuanced interpretation of the observational record, in terms 
of both internal variability and the response to different forcing agents. In addition, this study is a warning 
that removing the linear trend from the observational record (either for 1920–2019 or 1950–2019) does not 
adequately remove the imprint of external forcing; instead doing so conflates internal variability and the 
forced response to anthropogenic emissions.
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temp/. ERA5 reanalysis data can be downloaded from the Copernicus Climate Change Service Data Store 
at https://cds.climate.copernicus.eu/#!/search?text=ERA5&type=dataset. The multiple large ensemble 
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archive can be found at http://www.cesm.ucar.edu/projects/community-projects/MMLEA/. The CESM1-
CAM5 single-forcing runs are accessible via the NCAR Climate Data Gateway. The CanESM2 aer runs are 
accessible from https://open.canada.ca/data/en/dataset/aa7b6823-fd1e-49ff-a6fb-68076a4a477c.
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